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One Billion hours a year �
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Over the last 12 months 
200 Million jobs consumed 
1 Billion hours of computing 

involving 1.5 Billion data transfers 
to move 223 Petabytes 

This aggregate was accomplished by  

federating 114 clusters  
that contributed 1h to 100M hours each 

http://display.grid.iu.edu �

100 Million Core hours  
in the past 30 days 



OSG Magic �

We create a uniform environment across a heterogeneous 
set of resources that is distributed globally 

 

Submit locally – Run Globally  
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OSG supports computing across 
different types of resources �
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National Supercomputer 

Collaborator’s Cluster 
OSG 

Metascheduling 
Service 

Nationally Shared Clusters 

Commercial Cloud 
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Seamless Integration is the key to our success !!! 
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OSG is Open to All�

•  Open to providers at all scales 
-  from small colleges to large national labs 

•  Open to user communities at all scales 
-  from individual students to large research 

communities 
! domain science specific and across many campuses 
!  campus specific and across many domain sciences 

•  Open to any business model 
- sharing, allocations, purchasing 
- preemption is an essential part of operations  
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Toolset to match diversity of scale �

•  OSG-Connect 
- OSG hosts the service on OSG hardware 

•  OSG Cluster in a box 
- OSG manages services on hardware placed 

inside Campus Science DMZs 
•  OSG-CE et al. 
- OSG provides software that campuses use to 

instantiate & operate services 
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In all cases, seamless integration is key ! 
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OSG since Inception�
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Accounting was not available at inception 

100 Million hours/month 

60 Million hours/month 

40 Million hours/month 

20 Million hours/month 

2010 2015 

80 Million hours/month Large increase in 2015 
due to start of Run 2 of LHC 
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OSG since Inception�
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Accounting was not available at inception 

100 Million hours/month 

60 Million hours/month 

40 Million hours/month 

20 Million hours/month 

2010 2015 

80 Million hours/month Steady non-LHC use 
despite the start of Run 2 
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Universities and National Labs �
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DOE Labs: 
BNL, FNAL,  
SLAC, NERSC, LLNL 

Universities with an LHC T2 

Other 

This includes large  
Campus clusters independent 

of the LHC. 

This includes Universities 
that have no LHC involvement  



Science on OSG �
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ATLAS 

CMS 

other physics 

life sciences 

other sciences 

OSG Hours 2015 by Science Domain�
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Science other than Physics makes up ~20% of the OSG hours 
Science other than LHC makes up ~34% of the OSG hours 
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LHC continues to be the dominant 
force in OSG �
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329 M hours 

366 M hours 

11 M hours 
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Particle Physics beyond the LHC �
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A long way since the last AHM

•  Average hours per week has increased by a factor of 60
–  Seeing upwards of 40% of all FIFE jobs on non-FNAL OSG 

sites
–  Success rates now typically ≈99%

•  Playing a role in testing new technologies like StashCache
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Particle physics  
other than the LHC 

scaled up from 2.5M to 
more than 50M within 

the last year 

2014 2015 

A Wide Variety of Stakeholders
•  At least one experiment in energy, intensity, and cosmic 

frontiers, studying all physics drivers from the P5 report, uses 
some or all of the FIFE tools

•  Experiments range from those built in 1980s to fresh 
proposals
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Working together ...
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Nuclear Physics beyond the LHC �
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Theory meets experiment on the OSG … 
 

… for 50 Million hours in 2015 
GlueX 
STAR 

PHENIX 

Steffen Bass (Theory) 

time evolution of a heavy ion collision 
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LIGO recording a chirp from a long 
time ago in a galaxy far far away �
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LIGO runs transparently across OSG, Stampede, Comet, 
and clusters at collaborating institutions in Europe and US 

17 Million hours so far 
Exceeded 20k cores 
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IceCube at the South Pole �
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IceCube runs transparently across campus, OSG, XD, and Europe 

~8 Million hours on OSG in 2015 
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IceCube is pioneering �
GPU Processing on OSG �
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The Tusker cluster at UNL is the first campus cluster  
to share their GPUs on OSG. 

IceCube is pioneering GPU 
capability on OSG via GLOW VO 

~ 40,000 hours of GPU 
computing in 2015. 

IceCube peaking at  
60 GPUs simultaneously 

GPU use on Comet via OSG 
started. Other XD resources 

expected to follow. 
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AMS on the Space Station�
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OSG helping MIT to integrate 
Earth, Atmospheric, and Planetary 
Science and Laboratory of Nuclear 

Science computing with OSG and XD 
resources to produce AMS simulations. 

> 10 Million hours so far 

Peaking at  
~20k cores  
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3rd Largest Science Gateway across 
NSF operates exclusively on OSG �
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SBGrid uses OSG as  
“compute engine” 

for its portals. 
 

3.4 Million hours in 2015 
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OSG Activities Targeted at Individuals �
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Diversity in many Dimensions�
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40M hours as  
Service Provider 

to the XD program 

91 projects across 81 institutions in 2015 



Openness, �
flexibility, �

and integration �
continue to be key to �

the success of OSG �


